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Introduction

Africa has a lot of languages

1500-2000 languages
1/3 of world languages
typically low resource languages

YorUba is the 37 most spoken
language.

Niger Congo — (benue-congo)

Uses diacritics

Arabic

fonghay
\ Hausa

Fulani

Yoruba
igbo

@ Afro-Asiatic
Nilo-Saharan
@ Niger-Congo A
@ Niger-Congo B (Bantu)
@ Khoi-San

@ Austronesian

(Indo-European)



[ owo (money)

Yoruba

[ owo (business)

Most of the Yoruba texts found
online either use

e correct Yoruba orthography
or )

replace diacritized
characters Ashiah (2014) )

Yoruba text in the public domain (
today is not well diacritized. (

owo (hand)

owo (group)

owQ (broom)

owo (honour)

Wikipedia is not an exception.

OwWo (a town in

No evaluation dataset . Nigeria) |

No diacritics
Small Corpora Partial diacritics (no tonal marks

Full diacritics (no tonal marks) and under-dots)
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Abstract
The success of several architectures o leam semantic representations from unannotated text and the availability of these Kind of
texts in online multilingual resources such as Wikipedia has facilitated the massive and automatic creation of resources for multiple
languages. The evaluabion of such resources 15 wsually done Tor the igh-resourced languages, where one has a smongashornd of Lasks
and test sets to evaluate on. For low-resourced languages, the evaluation is more difficult and normally ignored, with the hope that
the impressive capability of deep leamning architectures to leam (multilingual ) representations in the high-resourced sctting holds in
the low-resourced setting oo, In this paper we focus on two African languages, Yoribd and Twi, and compare the word embeddings
obtained in this way, with word embeddings obtained from curated corpora and a language-dependent processing. We analvse the noisc
in the publicly avalable corpora, collect high quahity amd nosy data Tfor the two Tanguages and quaniifly the improvernenis that depend
not only on the amount of data but on the quality too. We also use different architectures that learn word representations baoth from
surface forms and characters to further exploit all the available information which showed to be important for these languages. For the
evaluation, we manually translate the wordsim-353 wond pairs datasel from English into Yoribd and Twi. We cxlend the analysis o
contexiual word embeddings and evaluate multilingual BEET on a named entity recognition task. For this, we annotate with named
entitics the Global Voices corpus for Yoriba, As output of the work, we provide corpora, embeddings and the test suits for both languages,

Keywords: Multilingual embeddings, Low-resource language, Yorihd, and Twi



Massive vs. Curated Embeddings for Low-Resourced
Languages: the Case of Yoruba and Twi

01

Investigate quality of

word embeddings on
two African
languages:

e FastText & BERT

02

Learn representations
using word and sub-
word representations:

e FastText & CWE

03

Compare pre-trained
embeddings & our
trained embeddings

04

Analyze the impact of
adding noisy-texts
(low-quality) to high
guality curated
dataset.




Description Source URL #tokens Status C1 C2 (C3
Yoribd

Lagos-NWU corpus github.com/Niger-Volta-LT1 24 868 cleaen v v
Aldkowé alakoweyoruba.wordpress.com 24,092 cleen v v /
Dn‘) Yorubd oroyoruba.blogspot.com 16,232 cleen v v
Edé Yoriibd Rewa deskgram.cc/edeyorubarewa 4,464 cleaen v
Doctrine $ Covenants github.com/Niger-Volta-LTI 20,447 clean v v
Yorubd Bible www.bible.com 819,101 cleaen v v
GlobalVoices yo.globalvoices.org 24,617 cleen v v
Jehova Wilness www.jw.org/yo 170,203 clean v v
Irinkérindd nind igho elégbéje  manual 56,434 clean v ¢
Igbo Olédumare manual 62,125 clean v v
JW300 Yorubd corpus opus.nlpl.ew/JW300.php 10,558,055 «c¢lean X X /
Yorubd Tweets twitter.com/yobamoodua 153,716 clean v v
BBC Yorubd bbec.com/yoruba 330,490 noisy X v
Voice of Nigeria Yoribd news  von.gov.ng/yoruba 380,252 noisy X X
Yorubd Wikipedia dumps.wikimedia.org/yowiki 129,075 noisy X X
Twi

Bible www.bible.com 661,229 clean v v
Jehovah’s Witness WWW.w.org/tw 1,847,875 noisy X X
Wikipedia dumps.wikimedia.org/twwiki 5,820 noisy X v
JW300 Twi corpus opus.nlpl.ew/TW300.php 13,630,514  noisy X X v

Table 1: Summary of the corpora used in the analysis. The last 3 columns

indicate in which dataset (C1, C2 or C3)

Curated Small Dataset
(clean), C1

= Yoruba: 1.6 million tokens
= Twi: 735k tokens

Curated Small Dataset
(clean + noisy), C2
(Wikipedia, BBC Yoruba)
= Yoruba: 2 million tokens
= Twi: 742k tokens

Curated Large Dataset, C3



Word Embeddings

* Word embeddings have been proven to be very useful for training
downstream natural language processing (NLP) tasks.

* Contextualized have been shown to further improve the performance
of NLP.

I N B

Word Similarity Translated FastText, CWE Spearman

WordSim-353 Correlation
Named Entity Global Voices BERT F1-Score
Recognition News Yoruba

Dataset



Evaluation on FastText

Twi Yoruba

Model Vocab Size  Spearman p Vocab Size  Spearman p
F1: Pre-trained Model (Wiki) 935 (0.143 21,730 0.136
F2: Pre-trained Model NA NA 151,125 0.073
(Common Crawl & Wiki)

C1: Curated Small Dataset 0.923 (0.354 12,268 0.322

(Clean text)

C2: Curated Small Dataset 18,494 0.388 17.492 0.302
(Clean + some noisy text)

C3: Curated Large Datasel 47,134 0.386 44,560 0.391

(All Clean + Noisy texts)

Table 2: FastText embeddings: Spearman p correlation between human judgements and
similarity scores on the wordSim-353 for the three datasets analysed (C1, C2 and C3)



BERT Evaluation on NER Task

Entity type Number of tokens

Total Train Val. Test
ORG 289 214 40 35
LOC 613 467 47 99
DATE 662 452 86 124
PER 688 469 109 110
§ 23988 17,819 2413 4867

Table 3: Number of tokens per named entity type

in the Global Voices Yoruba corpus.

Embedding Type DATE LOC ORG PER Fl-score
Pre-trained uncased ; v
339 12.1 5.7 271 +0.7
Multilingual-bert
(Multilingual vocah)
Fine-tuncd uncased =
H5.3 388 47 .4 afid + 2.4
Multilingual-bert '
(Multilingual vocab)
Fine-tuned uncased 71.5 404 494 60.1+0.8

Multhingual-bert
(Yoruba vocab)

Table 4: NER F1 score on Global Voices Yoruba corpus after
fine-tuning BERT for 10 epochs. Mean F1-score computed after

5 runs



BERT and other LMs

* Knowledge transfer for multilingual transformer models is less effective
for resource-lean settings and distant languages.

e Fast adaptation method for obtaining a bilingual BERT of English and a
target language. Tran (2020)

* Where target language could be any African Language.
* Just mono lingual data is needed.



Naija BERT

Over 500 spoken languages

Yoruba, Hausa and Igbo are
major

Can we have BERT for all f sk =
possible Nigerian Languages? }

Can we have BERT for Nigerian
Languages from the same class?

BERT in low resource setting.




Way to go

* Replicate our work for other African languages

* For example, Xhosa
e Xhosa has a lot of resources online (JW300, OPUS, Common crawl, etc)
e Limited Wikipedia articles
* No word embeddings!



Other ways to go

 Standardization of existing dataset — e.g. BBC Yoruba, Wikipedia, VON
* Automatic Diacritics Application — NN Based
» Wikipedia articles writing/translation



Thank you for Listening!
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